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Abstract—Touching the faces of loved ones on a photograph can be a strong means to invoke associated pleasant memories to visually-impaired users, as seeing is to sighted users. Inspired by this long-term goal of multimodal accessible photography, we present in this paper a two-dimensional contour rendering algorithm based on haptic guidance using force feedback for tactile graphics. We begin with a basic algorithm for one contour and find its optimal guidance parameter values by an haptic rendering experiment. We extend the basic algorithm to cover multiple contours and apply it to rendering portrait photographs. Major facial features are extracted from photographs, and their contours are rendered by our algorithms. It is demonstrated that users can accurately recognize emotional expressions on the faces, suggesting the high potential of our approach for accessible photography.

I. INTRODUCTION

This work stemmed from our on-going project on accessible photography named TouchPhoto. We envision an integrated system that provides visually-impaired users with multimodal assistance in order to support their independent undertaking of photo-related activities. Our initial prototype, which is described in a companion paper [1] with full detail, consists of two main modules. One module runs on a regular smartphone and enables a visually-impaired user to take portrait photographs independently by providing speech guidance for camera aiming. The user is also allowed to add several types of audio recordings to facilitate later recall of the memory and experiences associated with the photographs. The user can browse photographs using the application while listening to the audio tags. The other module is a large electrostatic variable friction display for tactile graphics. The user can explore a photograph in detail by listening to audio tags and also feeling main facial features in the photograph expressed by electrovibration.

The addition of the tactile display was to emphasize the social and emotional function of photography, as a way to remember people and related events. For example, imagine a mother with visual impairment touching and feeling the face of her baby in an old photograph, who is now 20 years old and about to leave the home. Reviving such personal, emotional, often intimate memories conforms to the general nature of tactile sense. However, rendering facial landmarks in portrait photographs using an electrovibration display turned out to be not very effective in delivering pictorial information (see [1] for details). The goal of this work was to find an effective and simple method that enables users to perceive tactile graphics composed of contours, without any visual information, as a way to improve the haptic rendering function of TouchPhoto.

One of the most important requirements is related to the form factor of a haptic device. We wish to use a small and light haptic device for easy integration into a smartphone or tablet, which visually-impaired users carry everyday. This convenience of installation was the main reason we chose an electrovibration display in our first attempt [1]. Our next choice is a two-dimensional (2D), small, light force-feedback device, e.g., those driven with cables [2], mounted on a touchscreen device. This type of device can exert both assistive and resistive lateral force, while only resistive lateral force is available with electrovibration displays.

In broader context, our work is part of research efforts for tactile graphics. Visual objects, such as pictures, maps, and graphs, are converted to tactile representations so that visually-impaired users perceive them using hands. Tactile graphics generally goes through two steps. First, a tactile representation is made by reducing or modifying the visual content, while considering the limited information transmission capacity of tactile sense [3]. Second, the tactile content is printed on a physical medium, e.g., by embossing papers using a special machine, or rendered using a haptic interface, e.g., Optacon [4] and other mechanical ones [5], [6], [7], [8], [9].

Some prior studies used a force feedback interface for tactile graphs. For example, Jason et al. implemented a haptic rendering technique to deliver 2D and 3D graphic data using a PHANToM [5]. Jansson et al. used a PHANToM to render several 3D shapes (cylinders, cones, cube, and spheres) of different sizes and measured users’ recognition accuracies and task completion times [10]. Yu et al. tried to transmit information about graphs to visually-impaired people by rendering graphs with different textures or grid lines using a PHANToM [11].

The rendering algorithm we present in this paper is for rendering 2D contours, and it is based on haptic guidance to help visually-impaired users easily follow the contours. For haptic guidance, a force-feedback device exerts active force to the user to assist task execution [12]. Our guidance-based contour rendering algorithm strictly assumes that no visual cues are available. Also, our method is not to facilitate motor learning; it uses haptic guidance to aid cognition, somewhat similar to a previous approach utilizing the haptic sensory channel to improve the memorization performance [13].

In Section II, we introduce an elementary 2D contour
rendering method based on haptic guidance. This method has two parameters that control the strength and spatial range of guidance, respectively. We investigated their effects on contour tracking performance by a user study (Experiment I) and determined the best values. Next, we carried out another user study (Experiment II) to test the applicability of our method to the identification of geometric primitives. Its results are described in Section III. Lastly, in Section IV, we generalize the basic contour rendering algorithm to handle general cases of multiple contours and apply the generalized algorithm to the rendering of facial features. A user study (Experiment III) was conducted to measure the performance of our algorithm in transmitting the emotional state of facial expressions in portrait photographs.

This work has contributions in 1) the design of 2D contour haptic rendering algorithms that allow for blind exploration and cognition on the basis of active haptic guidance and 2) the optimization and verification of its effectiveness by means of the three user experiments.

II. GENERIC GUIDANCE-BASED RENDERING

We began with designing an effective 2D force rendering method that enables a user to track planar contours without visual information. Our method is based on active haptic guidance. We also carried out a user study in order to find the parameter values optimal to contour following accuracy and completion time.

A. Force Rendering Rule

To aid contour following without vision, we render 2D guidance force as follows. For a line segment, we use a force profile illustrated in Fig. 1. We exert attractive force to the line segment, but its magnitude becomes the largest when HIP (haptic interface point; the end point of a force-feedback device representing the finger position) has a distance \( d \) from the line. The attractive force is linearly decreased when the HIP moves closer to or farther from the line. This rule provides attractive guidance to the line segment while allowing for easy and comfortable tracking of the line (no guidance force when HIP is exactly on the line). Mathematically, the rule can be written as

\[
F = \begin{cases} 
0 & \text{if } x < -2d \\
-K(x + 2d) & \text{if } -2d \leq x < -d \\
Kx & \text{if } 0 \leq x < d \\
-K(x - 2d) & \text{if } d \leq x < 2d \\
0 & \text{if } 2d \leq x 
\end{cases},
\]

which has two parameters, stiffness \( K \) and guidance range \( d \).

B. Methods

The performance of our basic guidance-based rendering method is determined by the stiffness \( K \) and the guidance range \( d \). Therefore, we designed a user study, Experiment I, to find the most adequate values for \( K \) and \( d \). We used a PHANToM Premium 1.5 (Geomagic, Inc.) in this experiment (also in the next two) along with the CHAI3D 3.0 library. All the user experiments reported in this paper were approved by the IRB of POSTECH (PIRB-2016-E037).

1) Experimental Conditions: With the PHANToM device, we tested five stiffness values (0.1, 0.2, 0.3, 0.4, and 0.5 N/mm) and five guidance ranges (2, 4, 6, 8, and 10 mm).

As 2D contours, we used a circle, an equilateral triangle, and a curved path (Fig. 2). The circle had a radius of 4 cm. The height of the triangle was 5 cm. The curved path had 20 cm of distance between the left and right ends. These paths were rendered on a horizontal virtual wall. We also applied a soft unilateral virtual spring above the virtual wall to gently constrain the stylus movement to the horizontal plane.

The circle and triangle appeared at random locations in a 20-cm × 20-cm horizontal workspace. Any point on the circle and one of the three triangle vertices could be a starting point for contour following. The location of the curved path was fixed in the horizontal workspace for its large size. Contour following began at either the left or right end point.

Experiment I had 75 conditions by combining 5 stiffness values, 5 guidance ranges, and 3 paths. They were repeated twice. The order of the experimental conditions was randomized for each participant.

The average tracking errors and task completion times are presented for all stiffness values and guidance ranges in Fig. 3. Both of the tracking error and the completion time were generally improved when the stiffness or guidance range was increased. Some saturation behavior was also observed for the largest stiffness values or guidance ranges.
2) Task and Procedure: Participants first had a training session in which a simple straight line was presented. They learned how to use the PHANToM while experiencing guidance force.

On each main trial, participants’ task was as follows. They grasped the PHANToM’s stylus with their dominant hands. If they pressed the Enter key on a keyboard, the stylus was moved to a starting point automatically. When ready, they pressed the Enter key again. Then they moved the stylus to follow the invisible contour relying on only haptic guidance force. When the stylus reached the end point, the trial was terminated. We also specified a number of knot points that the stylus had to pass. If participants moved the stylus to the end point somehow without passing the knot points, i.e., not following the path, they were asked to repeat that trial.

For the circle and triangle, the start and end points were the same. For the curve path, the end point for tracking was the other end point of the path. Participants were instructed to track the paths as fast and accurately as possible and to close their eyes during tracking. They finished Experiment I in approximately one hour.

3) Data Analysis: We used tracking error and task completion time as performance measures. For the former, we calculated the error distance between the HIP and the path for each sample and then computed their average.

4) Participants: Ten university students (six male and four female; 18–26 years old, average 22.2; one left-handed and nine right-handed) participated in this study. Nobody reported sensorimotor disorders. The participants were paid 10,000 KRW (≈ 9 USD) after the experiment.

C. Results and Discussion

We conducted a three-way repeated-measure ANOVA with the three independent variables of stiffness $K$, guidance range $d$, and path $P$ for tracking error. $K$ and $d$ had significant effects ($F(4, 36) = 27.65, p < 0.0001$ and $F(4, 36) = 41.97, p < 0.0001$), but path did not ($F(2, 18) = 2.59, p = 0.102$). The interaction term between $K$ and $d$ was also significant ($F(16, 144) = 6.668, p < 0.001$). The same procedure was applied to task completion time. All $K$, $d$, and path were significant ($F(4, 36) = 30.14, p < 0.0001$, $F(4, 36) = 30.00, p < 0.0001$, and $F(2, 18) = 43.01, p < 0.0001$), as well as all interactions ($F(16, 144) = 16.4, p < 0.0001$ for $K \times d$, $F(8, 72) = 8.698, p < 0.0001$ for $K \times Path$, $F(8, 72) = 11.06, p < 0.0001$ for $d \times Path$, and $F(32, 288) = 4.293, p < 0.0001$ for $K \times d \times Path$). We also ran post-hoc Tukey’s HSD tests on the main effects, and results are shown in Fig. 4.

Increasing $K$ or $d$ provides stronger haptic guidance, and it generally improved the participants’ performance. However, using large $K$ also makes it difficult to move from one contour to another contour when there exist multiple contours in the scene. Using large $d$ degrades the spatial resolution of presenting multiple contours. These trade-off relationships need to be carefully considered when $K$ and $d$ are determined, and the data in Fig. 4, which shows statistically not-different groups, is pertinent to that purpose. In later experiments, we chose to use $K = 0.2 \, \text{N/mm}$ and $d = 4 \, \text{mm}$.

III. Identification of Geometric Primitives

The next step was to apply the guidance-based contour rendering method probed in Experiment I to 2D geometric primitives. We also evaluated users’ cognitive ability of identifying geometric primitives in Experiment II.

A. Methods

In what follows, the methods commonly used in Experiment I are not repeated for brevity (also for Experiment III).

1) Stimuli: We used five simple geometric primitives—circle, triangle, square, pentagon, and hexagon. Each primitive had three sizes so that its circumscribed circle had a radius of 2, 5, or 8 cm. They were rendered using the guidance-based rendering algorithm described in Section II with the parameters $K = 0.2 \, \text{N/mm}$ and $d = 4 \, \text{mm}$.

2) Task and Procedure: Prior to the experiment, participants were trained shortly (about 1 min) using three simpler forms (straight, broken, and curved lines) to become familiar with haptic guidance. Geometric primitives always appeared at the workspace center. In each trial, participants found a geometric primitive by scanning on the plane using the PHANToM stylus and followed the contour of the primitive to identify its shape, all through only the tactile sense without vision. Then they told the perceived shape, and the experimenter recorded it. Each geometric primitive was tested three times. So each participant completed 45 trials (5 geometric primitives × 3 sizes × 3 repetitions), and their presentation order was random. Participants were blindfolded to block any visual cues. Task completion time was also
Fig. 4. Mean tracking errors (top) and task completion time (bottom) for stiffness values (left), guidance ranges (middle), and path (right). Error bars represent standard errors. In each plot, factor means grouped by the same letter were not statistically different by Tukey’s HSD test.

Fig. 5. Results of Experiment II: (left) correct recognition ratio and (right) task completion time. Error bars show standard errors.

recorded in each trial. The entire experiment took 30–40 min to complete per participant.

3) Participants: Ten volunteers (six male and four female; 18–26 years old, average 22.2) without sensorimotor disorders participated in this experiment.

B. Results and Discussion

Experimental results are summarized in Fig. 5 in terms of average correct recognition ratio and task completion time. Geometric primitive identification was nearly perfect for the circles, triangles, and squares of all sizes. It was also easy for pentagons and hexagons when their sizes were 5 and 8 cm, but the correct recognition ratios dropped for the smallest size (2 cm) to 63% and 70%, respectively. Two-way repeated-measure ANOVA with geometric primitive and size as independent factors showed that both factors and their interaction were significant for identification ($F(4, 36) = 3.74, p = 0.012$; $F(2, 18) = 27.0, p < 0.0001$; $F(8, 72) = 8.59, p < 0.0001$). The average task completion time increased from 7.9 s for circle to 21.2 s for hexagon, but it did not depend on size critically. These were confirmed by two-way repeated-measure ANOVA ($F(4, 36) = 16.35, p < 0.0001$; $F(2, 18) = 0.578, p = 0.571$ for size). Their interaction was not significant ($F(8, 72) = 0.535, p = 0.827$).

According to the above results, the participants could identify the 2D geometric primitives with very high accuracy (minimum 90%) if they were sufficiently large (5 cm or more), even the complex ones (pentagon and hexagon). This is a promising finding considering that only very limited sensory cues (mostly kinesthetic) were available, without spatially-distributed tactile cues or visual information. Our results are consistent with those presented by Jansson [10], where
participants perceived 3D shapes, such as cone, cylinder, cube, and sphere, rendered by a force-feedback device without vision. Correct recognition was more difficult for small, complex objects (cylinder and cone).

However, it seems that we have some room for further improvement in our guidance-based rendering algorithm in terms of the task completion time. Exploration of the geometric primitives took considerable time, e.g., more than 20 s for hexagons. Following the contour of a real hexagonal object, which provides natural tactile cues at edges, can be done much faster. It is also interesting that the task execution time did not depend on the primitive size. This indicates that the participants somehow modulated the contour scanning velocity depending on the primitive size.

IV. RENDERING ALGORITHM FOR FACIAL FEATURES

The results of Experiment II were quite positive in that participants could recognize geometric primitives with high accuracy by force guidance-enabled contouring following only. We proceeded one step further by applying the contour rendering method to the rendering of facial features on photographs. This application is based on our use scenario for multimodal accessible photography described in Section I. Then we carried out another user study (Experiment III) to verify whether our facial feature rendering algorithm allows users to recognize the emotions expressed in the photographs.

A. Algorithm

Input to our algorithm is a photograph showing a person’s face. Using an external API (Face++ [14]), we extract the coordinates of eyes, mouth, and facial contour. Although we can obtain position information on other facial features, we observed in pilot experiments that rendering only the contours of eyes and mouth was most effective. Including other facial features tended to make emotion recognition more difficult.

We also include the facial contour to help users find the face easily on a 2D plane. The contour points founded by Face++ are further smoothed by interpolations using lines and quadratic Bézier curves. See Fig. 6 for example.

Using the facial features, output force is computed by Algorithm 1. We find the point $v$ nearest to HIP from Q and call it $v_1$ and the second nearest point $v$ among all the vertices representing the contours of facial features. Then we project HIP to the line extending $v_1$ and $v_2$ and call it $v$ (Fig. 7). If $v$ is between $v_1$ and $v_2$, we use the distance between $v$ and HIP to determine guidance force magnitude. The rule for magnitude computation, which uses the guidance range $d$, is essentially the same as that of the elementary rendering algorithm described in Section II-A. The force direction is set to be from HIP to $v$ for attractive guidance. If $v$ is not on the line segment between $v_1$ and $v_2$, the output force is computed using the distance between $v_1$ and HIP, pointing from HIP to $v_1$. Finally, the output force is determined by multiplying the stiffness $K$ to the force magnitude.

Algorithm 1 Guidance-based force rendering

```
1: procedure FORCE_RENDERING(HP, VertexSet Q, K, d)
2:     v_1 ← the nearest vertex in Q from HP
3:     v_2 ← the second nearest vertex in Q from HP
4:     v ← PROJECT_TO_LINE(v_1, v_2, HP)
5:     if v is on the line segment (v_1, v_2) then
6:         if |v - HIP| ≤ d then
7:             F ← |v - HIP|
8:         else if |v - HIP| ≤ 2d then
9:             F ← 2d - |v - HIP|
10:        else
11:            F ← 0
12:        end if
13:     n = (v - HIP)
14:     else
15:         if |v_1 - HIP| ≤ d then
16:             F ← |v_1 - HIP|
17:         else if |v_1 - HIP| ≤ 2d then
18:             F ← 2d - |v_1 - HIP|
19:         else
20:             F ← 0
21:        end if
22:     n = (v_1 - HIP)
23: end procedure
```

B. Methods

This experiment was to examine the extent to which our haptic facial feature rendering algorithm transfers the emotion-related information embedded in photographs to users.
We explained how we rendered faces to represent emotions were processed as explained earlier for haptic rendering. They scanned four faces, one each for the four emotional states. The eye contours were considerably larger. This seems to have made the mouth area than the eye area, presumably because the mouth area was considerably larger. This seems to have made the confusion between the sad and angry faces worse.

Fig. 8. Emotion recognition ratios.

1) Experimental Conditions: We collected 16 photographs showing frontal faces of all different persons. Each photograph represented one of the four emotional states of smiling, surprised, sad, and angry (4 photographs for each emotion). The emotions were labeled using the automatic emotion recognition function in Face++. Their facial features were processed as explained earlier for haptic rendering.

2) Task and Procedure: Participants had a training session. They scanned four faces, one each for the four emotional states, rendered using our facial feature rendering algorithm. We explained how we rendered faces to represent emotions and which emotion each face expressed. The training was done in about 1 min for each photograph. The photographs used for training were not tested in the main session.

In main trials, the 16 facial images were presented in random order to participants. Participants perceived the facial features using the PHANToM while freely scanning on the plane and then answered the emotion represented by the facial features. They were not allowed to explore each face for longer than 1 min. They usually finished haptic scanning and said answers in 20-30 s. The experiment took around 30 min. Participants were blindfolded during the experiment.

3) Participants: Ten volunteers (nine male and one female; 24–30 years old, average 25.0) participated in this experiment.

C. Results

Fig. 8 shows average correct recognition ratios in percent for the four emotional states. The recognition ratios were very high (97.5%) for the smiling and surprised faces. They were still high (80%) for the sad and angry faces. The average was 88.75%, indicating that our guidance-based facial feature rendering algorithm has high potential in expressing the emotional states represented in portrait photographs.

Looking at the raw data, most recognition errors occurred between the sad and angry faces. The eye contours were generally different between sad and angry photographs. However, we noticed that the mouth contours were sometimes similar (see the two bottom photographs in Fig. 6). The participants also tended to spend more time in perceiving the mouth area than the eye area, presumably because the mouth area was considerably larger. This seems to have made the confusion between the sad and angry faces worse.

V. Conclusions

In this paper, we have described part of our on-going work about multimodal accessible photography. A focus is on 2D haptic contour rendering algorithm designed to express the facial features in portrait photographs without visual cues. The main idea is an appropriate application of kinesthetic haptic guidance to help users’ exploration on the surface. Three user studies are also reported in order to maximize and verify the performance of our algorithm. The findings of this study can contribute to the design and implementation of the assistive technologies that enable similar or “equal-level” interactions between visually-impaired and sighted users.

We plan to design a light, portable 2D force-feedback system to be mounted on touchscreen devices and then apply our algorithm for the haptic comprehension of photographs.
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